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Abstract—One of the major hurdles in optical burst-switched
(OBS) networks is the contention problem. In this paper, we tackle
this problem by proposing a new contention resolution technique
based on control packet buffering. In particular, a rigorous math-
ematical model is developed to analyze the performance of an OBS
network core node employing this technique along with just-in-
time one-way reservation protocol. The key idea that makes this
proposal novel is that this buffering is implemented in the elec-
tronic domain, thus avoiding the complexity that exist in the op-
tical domain solutions. A detailed evaluation of the system perfor-
mance using both the burst loss probability and the steady-state
throughput is presented. Our results reveal that a considerable im-
provement in the performance is achieved when adopting the pro-
posed technique.

Index Terms—Just-in-time (JIT), optical burst-switched (OBS)
networks, queuing theory.

I. INTRODUCTION

HE evolution of communication technology is strongly

correlated with the demand for higher bit rates. This justi-
fies the endeavors exerted by researchers to optimize the utiliza-
tion of the vast bandwidth available on the optical fiber. How-
ever, the unavoidable need for electronic devices in optical net-
works to perform switching operations, which implies the con-
version of the signal from the optical domain to the electronic
domain and back to the optical domain (OEO conversion), im-
poses restrictions on the maximum achievable bit rate. In prin-
ciple, the OEO conversion limits the overall transmission speed
of the optical fiber system. Thus, many research work addressed
this problem and many suggestions aimed to overcome the OEO
hurdle and build an all optical network (AON). On the way to
an AON, and especially due to lack of advanced optical devices
that can effectively replace their peer electronic devices, op-
tical burst switching has gained a great potential as it represents
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a good compromise between optical circuit-switching and op-
tical packet-switching [1]. In particular, optical burst-switching
(OBS) aims at maintaining the fiber high bandwidth along the
burst path by creating an all optical path that bypasses the OEO
conversion. The salient feature in OBS networks is that the
packets heading the same destination and belonging to the same
class are aggregated by means of appropriate aggregation algo-
rithms to form a data burst (DB) and the switching operation
is then to be performed on a per burst basis [2]-[4]. This is
constructed as follows: the burst header, referred to as the con-
trol packet (CP), which is carrying the information required for
the routing operations, travels on a separate out-of-band control
channel prior to the burst transmission from the ingress node
to the egress node through the core nodes. Its mission is to re-
serve, on each core node along the way from source to destina-
tion, appropriate resources for its ensuing burst [5]. This allows
the coming optical burst to pass smoothly through the whole
way without being optically buffered nor being passed through
the bottleneck of an OEO conversion. At the egress node the
burst is disassembled back to packets. This scenario implies the
following.

» Since OBS is designed to be employed mainly in long
haul optical networking, one-way reservation protocols
like “just-enough-time” (JET) [1] and “just-in-time” (JIT)
[6], [7] are the most suitable to reach an ultra-low-latency
burst transport. Indeed, the delay of two way reservation
protocol would degrade the service drastically.

* The burst must wait at the ingress node for a predetermined
time, called offset time, to account for the CP processing
time. This way, the burst will arrive at the core node only
when the switch fabric is configured to bypass it.

* Inthe core nodes, the control packets contend for available
resources, i.e., wavelength (WDM) or code (OCDMA).
Consequently, failing CPs and their ensuing bursts will be
blocked, which, in turn, results in the loss a large number
of packets, as one burst may extend from one packet to a
whole session.

Many efforts have been exerted by researchers to present
mathematical models which analyze the performance of OBS
networks. In [8] Shalaby proposed a simplified mathematical
model to study the performance of an OBS core node assuming
Bernoulli distribution for arrivals per time slot, which proved to
be a good assumption until a certain traffic load when compared
to the simulation results that assumed Poisson distribution for
arrivals. In [9] Morsy et al. proposed an enhanced mathemat-
ical model for the performance evaluation of OBS core nodes
in order to relax some of the constraints given in [8]. In ad-
dition, researchers addressed the contention problem in many
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occasions. In [10], Akar et al. elaborated on a WDM system
and suggested using wavelength conversion for contention res-
olution. In [11], Sowailem et al. proposed a new system that
employs the code domain instead of the wavelength domain.
In fact, they adopted spectral amplitude coding optical CDMA
(SAC-OCDMA) techniques. They have shown that this SAC-
OCDMA system outperforms the traditional WDM system, as
it can handle more users, but it suffers from complexity. In both
systems, the improvement in the system performance is corre-
lated with the number of converters.

The aim of this paper is to add a new feature, namely con-
trol packet buffering, to the MAC layer of the OBS network
as a new contention resolution technique. This feature does
not depend on the medium access technique and might be
regarded as a new modification to the JIT one-way reservation
protocol. Therefore, it can be easily implemented either above
SAC-OCDMA or WDM based optical layer. The key idea of
this feature is that the CP that fails in reserving its required
resource will not be dropped immediately, rather electronically
buffered for some threshold time X which is determined at
the ingress node according to each burst duration. Meanwhile,
the required resource may be released and consequently im-
mediately reserved for the new burst. Otherwise, the CP will
be dropped, and the ensuing DB will be lost. This way, the
probability of being dropped, namely the per node burst loss
probability, is decreased. Hence, this feature can be employed
to replace resource converters or to enhance the system per-
formance in presence of partial conversion, which would lead
to a great reduction in the system complexity. This suggestion
requires some modifications in the burst offset time, in order to
avoid the burst arrival while the core nodes are still not ready
to bypass it.

In addition to our proposal of CP buffering, two more novel
aspects in this paper comprise the following: we develop a new
mathematical model, which makes use of queuing theory impa-
tience concept, in order to measure the performance of our pro-
posed technique. Moreover, we present a rigorous mathematical
notation to make it easy to generalize the model.

This paper is organized as follows. The system description is
presented in Section II. Section III is devoted to both the math-
ematical model and the performance analysis. In Section IV,
we present some numerical results for the derived performance
measures. Finally, our conclusions are given in Section V and
some future work is presented in Section VI.

II. SYSTEM DESCRIPTION

A. JIT One-Way Reservation Protocol

The JIT one-way reservation protocol is one of the main pro-
tocols suggested to be used in optical burst switched networks.
As explained in [7] and [9], the protocol is in general based on
two main features.

» Immediate channel reservation: After CP processing, the
core node immediately reserves the required resource, if
available, and a channel busy period is declared although
the burst has not arrived yet.

» Explicit channel release: The resource is maintained busy
till the core node receives an explicit release signal. This
takes some time after the burst switching process.
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Fig. 1. Timing diagram explaining the traditional JIT operation and the modi-
fied operation in presence of buffering (Case 1).

This process is illustrated in the top of Fig. 1. Observing the
figure, one can easily notice that the main drawback of this
scheme is that the resource busy period is longer than the ac-
tual burst duration, which represents a waste of resource and
increases the burst loss probability.

In fact, JET is more efficient than JIT, but its strategy is more
sophisticated. For example, the control packet in the case of
JET must bear information about the burst arrival time and the
burst length so that the core node can estimate the start and the
end of the required period and perform a delayed reservation
with implicit channel release. Hence, the reservation algorithm
is complex and adding a new feature like CP buffering would
increase this complexity further. On the other hand, the main
target of this work is to propose a simple solution to the con-
tention problem that reduces the need for resource converters,
which represent a main source of complexity. Furthermore, we
present this novel feature as a prelude to further investigations.
So, in order to get more insight into the problem under study,
we decided to present it in the simplest form possible. Conse-
quently, the choice of the JIT, thanks to its simplicity, seemed
more suitable.

One of the main advantages of the layering concept in data
networks is that the protocols of each layer can be designed
independently. This way, a wide range of interoperability can
be achieved. Following the same concept, we propose the CP
buffering as a simple MAC layer performance enhancing tech-
nique. As stated earlier, it is a slight modification to the MAC
layer JIT and does not require any modification in the upper
layer protocols. Regardless of the upper and lower layer proto-
cols, (Fig. 3) illustrates the network modified MAC layer.

B. Proposed Control Packet Buffering With JIT

In [5] and [9] a detailed description of the network ingress,
egress and core nodes is presented. In this paper, we are simply
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Fig. 2. Timing diagram explaining the JIT modified operation in presence of
buffering (Case 2) and the blocking situation (Case 3).

interested in explaining the CP buffering feature. Thus, we
adopt the case of no resource conversion. According to our
proposal, new functions must be added to the ingress and core
nodes as follows:

In addition to its main job, the ingress node assigns to
each CP prior to its transmission a threshold time that is
directly proportional to its burst length. Furthermore, it in-
creases the offset time of the burst at the ingress node by
¢ X the assigned waiting time, where ¢ is the expected
number of congested hops on the expected way of each burst.
This can be easily calculated at the ingress node based on
the congestion statistics (this process is incorporated in the
offset time generator Fig. 3). Here, it should be noticed that
the increment in the offset time is not constant for all bursts, as
the assigned waiting time and the parameter ¢ differ from one
burst to another. This variable offset time is necessary to help
resolving the contention problem.

On the other hand, the bank of resource converters in each
core node is removed and a small size buffer at each core node
is electronically implemented. As mentioned earlier, this buffer
saves a control packet that finds the appropriate resource busy
upon arrival. The saving duration is limited to the threshold time
predetermined in the ingress node. During this duration the con-
tended resource might be released, and it would be therefore
possible for this CP to reserve it immediately for its burst. Other-
wise, i.e., the time is elapsed and the resource is still grasped, the
CP will be dropped and the coming burst will be ignored. This
process comprises three cases that are portrayed in both Figs. 1
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and 2. In the first two cases the channel is released while the CP
is still saved. Consequently, the CP is extracted and the channel
is immediately reserved for its ensuing burst. The third case
represents the CP case of failure, in which the waiting period
elapses while the channel is still busy (The whole CP buffering
process takes place in conjunction with the CP processing and
regeneration Fig. 3). The reason for portraying cases 1 and 2
is to show that the channel might be released in two different
ways.

1) After the normal switching of a scheduled traffic.

2) When a scheduled burst does not arrive, which is the case
when CP fails in one core node on the way to the destina-
tion, then a backward release signal must be sent to free
resources already reserved in previous core nodes.

The required ultra-low-latency for burst transport necessi-
tates the use of one-way reservation protocols. Consequently,
the burst could be lost due to contention. In this case, the ingress
node would detect the burst loss event when it receives a nega-
tive acknowledgment from core nodes where the collision had
occurred. Then, the ingress node would start a burst retransmis-
sion process [12], [13]. In fact, the burst retransmission might be
viable, as no contention resolution technique can achieve zero
burst loss probability. However, retransmission schemes would
increase the traffic load resulting in higher burst loss probability.
In addition, owing to the substantial average burst retransmis-
sion delay, reducing the number of bursts to be retransmitted
by undermining the contention chances remains a main design
issue. Furthermore, it should be pointed out that, for long haul
communications, i.e., for large dimension networks, the main
defect in the retransmission process is attributed to the high
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propagation delay experienced by the packet bearing the neg-
ative acknowledgment (NACK). That is, the average burst re-
transmission delay is proportional to the network dimension.
Clearly, the proposed CP saving process will delay the burst de-
livery. Nevertheless, we will show later that this delay is much
less than that introduced by the burst retransmission. Moreover,
our proposal will reduce the burst blocking probability, thus the
MAC layer delivery success will be more likely and the number
of bursts to be retransmitted will be lowered. Hence, this delay
can be justified.

The purpose behind having limited buffering time is that un-
controlled waiting time might cause intolerable delays. In ad-
dition, it might be longer than expected and the DB might ar-
rive before reserving the appropriate resources. This way the
buffering will not only be useless but it will also cause a waste
of other resources already reserved in precedent nodes. Further-
more, the proportionality between the threshold time and the
burst length implies that the burst loss probability will follow
the burst length. In other words, it will be less likely to block
bursts comprising larger number of packets.

Finally, we may summarize the exact difference of CP
buffering feature compared to standard offset-time-based
QoS provisioning: The offset time based QoS provisioning
is essentially concerned with classifying bursts according
to their priority and assigning different extra offset times to
different classes so that higher priority classes have privilege
over other classes mainly in the burst loss probability. The
purpose behind this technique is to achieve higher reliability
for mission critical and real time applications by providing
lower blocking probability, lower time jitter, etc. On the other
hand, our proposal focuses on fairly improving the system burst
loss probability by allowing the blocked CP to be saved in the
core node buffer for a predetermined time, as meanwhile the
contended resource might be released. Moreover, since longer
bursts carry larger amount of information, judicious waiting
time (patience) assignment implies making the waiting time
(patience) proportional to the burst length. Consequently, the
CP buffering feature, as suggested in our paper, does not isolate
traffic classes. However, the flexibility of the proposed feature
and mathematical model make it possible to investigate the
introduction of QoS issues with JIT protocol.

III. PERFORMANCE ANALYSIS OF THE SYSTEM MAC LAYER

As discussed in [11], a successful burst that travels from
ingress node to egress node implies in principle both a CP
success in the MAC layer and a burst transmission success in
the optical layer. Thus, in order to find the overall burst loss
probability, a top down approach should be adopted. That is,
the performance analysis should be carried out first in MAC
layer then in the optical layer.

To model the system performance, a continuous time Mar-
kovian analysis is conducted to illustrate the performance of
a single core node. Then, a recursive formula of the per node
blocking probability, i.e., per node burst loss probability, will
be found. First, recall the model’s main assumptions.

+ Poisson arrivals with average arrival rate A.

» Exponential service time with average service rate y =

(1/7), where 7 is the average burst duration.
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* The offered load is thus given by
p=Anu

but since each port can carry up to N different users, as
there are NV distinct resources and assuming that the load
is uniformly distributed over NV, then the effective offered
load is found as

A

Pett = m

As stated earlier, the CP buffering feature can be easily im-
plemented either above SAC-OCDMA or WDM based op-
tical layer. Thus, in order to confirm the system flexibility,
we assign the general symbol N and define it as the number
of available distinct resources per link, which would refer
to either the number of available wavelengths or codes per
link.
When neither a buffer nor resource conversion are applied,
each resource can be safely modeled as an M/M/1/1 loss
system. From the Erlang “b” table, we get

Pl\'odchoss - 1 _f;e; T . (1)

While if we introduce a buffer to each resource with . storage
capacity and unlimited queue waiting time, each resource,
assuming no resource conversion, can be modeled as an
M/M/1/m + 1 loss system. Hence, the long run m + 1 state
probability, which represents the loss probability in this case,
is given by [14]

1- Peff

m—+2
1- Pt

Tm+1 = X p:;;_l (2)

In fact, the last equation does not apply to the case suggested
in this paper because the queue waiting time is restricted to
some value assigned at the ingress node, which is necessary to
avoid waste of resources. Thus the analysis should be carried
out in a different way, in which the concept of “impatience” is
introduced.

A. Impatience Model “Reneging”

From the perspective of an observer located at the core node,
the time that an arbitrary CP would wait in the buffer is random.
Although the approach we will develop can be used for general-
ized models, for simplicity we have assumed an exponential ser-
vice time with parameter 1. For the same reason, let us assume
that each CP is allowed to wait in each core node buffer for an
exponentially distributed random time with parameter v, which
is related to the average burst length, i.e., ¥ = ¢. In queuing
theory such restriction is known as a sort of “queues with im-
patience” labeled “reneging” [15], in which an arrival joins the
queue for some time and may abandon the queue if it runs out
of patience before reaching the server. Before expressing this
argument mathematically, we define the following random vari-
ables, events and probability density functions PDFs.

* “N;”: N; is a random variable, that represents the number

of CPs that will be eventually served out of ¢ queued CPs.

o “X” “fx(x)”: Let X denote the patience of a tagged con-

trol packet CPy., and let fx () be its exponential PDF
with parameter v.
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o “T”, “frin,(t|n)”: T represents the time, that CPi.,
should spend to penetrate through the queue and reach
the server, if its patience is infinite. In literature, T" is
sometimes called the potential waiting time [16]. Thus,
assuming that C' P, exists currently in the #th position of
the queue, then fr|n,_, (f|n) will be the conditional PDF
of CP,,, potential waiting time given that N;_; = n.
Based on the memoryless property of the exponentially
distributed service [14], the reader would expect that
frin,_, (t|n) is Erlangian with parameters 4 and n + 1.

+ “R;”:Let R}, R refer to the eventual reneging event of
P, currently located in position ¢ and its complement,
respectively [Fig. 4(b)]. For simplicity, the superscript will
be omitted from R}.

Consequently, I2; will occur if 7' > X. In the general case,
i.e., when C' P, occupies an arbitrary position ¢, its potential
waiting time 7' depends on N,_jand, recalling that fx(z) =
ve " the conditional probability P([%;|N;_1 = n) can be
obtained according to the total probability theorem

P(RIN; 1 = n) /0 / Friv, (Eln)dt x fx(0)da

0<n<i—1; 2<i<m. 3)

Fortunately, the process governing our restricted waiting time
queue is still the well known birth-death process. However, the
departure rate must be modified, since the arrival that joins the
queue is now allowed to leave the system in two mutually exclu-
sive ways, either served with rate j1 or gave up before reaching
the server with rate ». Hence, the system notation is changed to
M /M /1/14m to outline that the system has “1” server and can
queue up to “m” CP’s with exponentially distributed patience.

In addition, based on Fig. 4(a), the system state probability
can be easily derived to get

k
4
1;[ (/1+ (j—1Lwv ) ®)

where 7 is given by
-1
m+1 k
AN

= |1+ 5
NI () ©)

Our next target is to calculate the per node burst loss prob-
ability. First, let us explicitly define the two cases in which a
burst will be lost.

1) When a CP finds the system full upon arrival, i.e., its re-
quired resource is reserved and the buffer assigned to this
resource is full. Thus assuming that the buffer size is i,
and based on the PASTA property of the Poisson process
[15], this probability is the same as 7,41 -

2) When a CP joins the queue, but reneges. As defined earlier,
provided that this CP joined the ith position of the queue,
this is the event ;. In order to find P(R;), it is assumed
that the CPs are served in a first in first out (FIFO) manner
and then the movement of this CP is tracked from its initial
position to its departure position.
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Fig. 4. (a) State transition rate diagram for one-server loss system with an m
size buffer with reneging. (b) Reneging event, R;.

Briefly a general form of Prode—Loss can be expressed as

T

= T4l + Zﬂ—i X P(RL)

=1

(6)

Pl\'odef Loss

where P(I?;) comprises two cases.
1) P(Ry), which can be simply obtained as follows. Since in
this situation f7(¢) = pe ¢, then

/ / pe Mt X ve T dy
JO Jx

=— ()
N ;1,+V'

P(Ry)

2) P(R;),fori > 1, is obtained by conditioning on N;_; and
employing the total probability theorem

1—1
P(RL) = ZP(R1|NL71 = ﬂ,)P(l i—1 = 77,).
n=0

®)

Observing (8) we deduce that P(R;|N;_1 = n) is given by (3).
Consequently it remains to extract a formula for P(N;_1 = n),
which is a nontrivial task. Let us start by adopting a step by step
approach that will enable us to accomplish this task and develop
a recursive formula for P(R;).

B. Burst Loss Probability for Simple M/M/1/1 + 1 and
M/M/1/1 4 2 Models

Consider the first step, in which the system has only one
buffer M/M/1/1 + 1. Applying (6), we get

PNOdefLOSS =T + 71 X P(Rl) (9)

Hence, using (4), the blocking probability can be directly
written as follows:

v (10)
Pett it I/7T0~

A/N
Prode—Loss = Peft </_> mo +
n+v
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The second step is to consider the M/M/1/1 + 2 queue, in
which the system can save up to two CPs. Applying (6) and (8),
the Pxode—Loss €an be obtained as follows:

Prode—Loss = T3 + T2 X [P(R2|N1 = 0)P(N; = 0)
+ P(Ro|Ny = 1)P(Ny = 1)]
+ 71 X P(Ry). (11)

In the last equation we have P(Rz|N; = 0) = P(R;) and
P(Ny = 1) = P(RY), while P(I?3|N; = 1) can be calculated
using (3). Thus, we may write PNodo—Loss aS

(A/N)?
P ode— LOoSss - et 7 N7 . o~ N
Node—L pﬂ(,tt+b)(;t+2u)7m

N (A/N) [ wo_
eff iy
Pt o )™ Gt oy

+ a
o 5.
pert \ 7y, ) 0

C. Burst Loss Probability for the General Model
M/M/1/1+m

2
oV
(1 +v)?

(12)

Now, it is required to find P(N; 1 = n) in order to develop a
formula that applies to the general system M /AM/1/1 4+ m, for
m > 0. Indeed, to avoid notation ambiguity and to simplify the
general model formulation process, we consider the following
notation.

* Define the binary sequence K; = (k;(1), ki(2)k;(3), ...,

ki(i—1)),2 <i < m.
« Let U;(n) be the set of all possible sequences K; counting
n zeros and ¢ — n — 1 ones. That is, the cardinality of
Ui(n)= ("1, 0<n<i-1
* Define the function ¢,;{K;) which gives the number of
zeros in the subsequence (k;(1), %i(2) ... ki(4)), for 1 <
j<i-L
First it is customary to emphasize the following important
remarks.
* Remark I: Obviously, 2> depends on I?;. Hence as stated
earlier in case of larger buffers, the event R; depends on
the events R; and RY forall j < i.

 Remark 2: Note that P(R;|N;_1 = n) does not depend on
the positions of the reneging items, but only on their num-
bers. On the other hand, in order to find P(N,;_1 = n), all
combinations of mutually exclusive reneging events of n
CPs in different positions must be taken into consideration.

The second remark gives rise to an important question: What
is the joint probability that an arbitrary number n of queued
CPs will not give up regardless of their position? The answer
can be obtained by employing the notation explained earlier as
follows:

P(N;_1 =n)

- ¥ P(R’f*”,Rl;:i(?),R’gi(S),...,Rfi(f*”).(m)
K,e¥,;(n)
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Using the multiplication rule, we get
i-1
P(N;_y =n)= Z P (lei(l)) H
K;e¥;(n) J=2
k()| pki(1) ki(j-1)
P(RPOIRYD, . REGD)
i—1
= > PRI
K;€¥;(n) j=2
P(REDVING 1 =5 1(K)) . (14)

We can now take advantage of (3) to find P(N;_1 = n).
Inspired by the notation explained above, we have reached
a simple algorithm that employs (3), (6), (8), and (14) to ob-
tain Pxode—Loss fOr a general system with a queue of arbitrary
length. To illustrate this idea, let us apply this result to extend
the M /M /1/14 2 queue to an M /M /1/1+3 queue. Applying
(6) the burst loss probability can be directly written as follows:

PNodo—Toss = T4 + 73 X P(Rj) +@g X P(RQ) +m X P(Rl)

(15)
Clearly, the third and fourth terms of (15) are known and it re-
mains to calculate P(I?3). Thus, using (8)

2
P(R3) =Y P(R3|N, = n)P(Nz = n).
n=0

(16)

Next, applying the suggested notation to obtain P(N> = n) for
n = 0,1, 2, we get the following cases.
1) N2 =0,¥3(0) = {(1,1)}, and using (13) and (14) we get

P(]Vz = O) = P(R]_Rz) = P(Rl) X P(R2|]V1 = 0)

2) Ny =1, P3(1) = {(0,1),(1,0)}, and using (13) and (14)
we get
P(Ny=1) = P (R{,R2) + P (R1,RY)
= P (R}) x P(R2|N; = 1)

3) Ny =2,¥4(2) = {(0,0)}, and using (13) and (14) we get
P(Ny =2) = P (I}, Iy) = P (1) x P (I5|Ny = 1)

Now it is easy to obtain P{R3) as follows:

P(R3) = P(R3|N2 = 0) x P(Ry)
X P(R3|Ny = 0) + P(R3|N; = 1)
x [P (RY) x P(Ry|Ny = 1)
+P(Ry) x P(R°|Ny = 0)]
+ P(R3|N2 =2) x P (R%) x P(RY|Ny =1) .
(17

In fact, through the analysis we have found all the terms re-
quired to write down P(R3) except P(R3|N2 = 2), which can
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be directly calculated from (3). Finally, we are ready to write
P Node—Loss

(A/N)?
P'o e—Loss — e
Nodeboss S 0P )+ 2u) (e + B0
(A/N)?
o P(R.
+/)H(N+V)(M+2V)WU x P(R3)
n A/N { uy Wy }
off m ‘
P )™ (it 0)? " (o)
"
o . 18
+Pﬂ<ﬂ+y>ﬂ'0 (18)

The developed approach can be employed in more general loss
systems M /G /1/1+rn but with modifications in the state prob-
ability equations and in (3). The reason for these modifications
is that in the absence of the memoryless property of the service
time, which is the main characteristic of the Markov process, a
full track of the elapsed service time will be required in order
to determine the system future state. In other words, a two di-
mensional vector is used to describe the system state. Similarly,
the carried approach can also be further moved to analyze the
nonexponential patience case. In such case, we have to extend
the system state description to include the elapsed time of all
waiting bursts, i.e., an m + 1 dimensional system state must be
generated.

Finally, as defined in [11], the overall MAC layer burst loss
probability Pyiac-1oss 1 the probability that a CP fails in re-
serving a resource at any node along the way from the ingress
node to the egress node. Furthermore, assume a uniformly dis-
tributed traffic across the whole network, i.e., the offered load
is the same for all nodes. Then Pyiac_1.0ss can be found as
follows:

PMAchoss =1- (1 - PNodefLoss)H (19)
where H is the expected number of core nodes that the CP path
can contain. To consider the worst case, which is equivalent to
the maximum MAC loss probability, then A must be maximized
to represent the longest CP path.

D. Throughput

The second valuable parameter to measure the system perfor-
mance would be the steady-state system throughput 3, which is
defined to be the number of successful bursts within a time in-
terval equal to the burst duration. Thus

[ = (Average arrival/Burst duration)
% Probability of success

= A X Burst duration x {1 — PNode—Loss )- (20)

IV. NUMERICAL RESULTS

So far we derived a mathematical model that describes the
buffering feature proposed in this paper. In order to get more
insight into the problem, we employ (1), (3), (6), (8), (14), (19),
and (20) to present a numerical evaluation of this model. In this
evaluation, we assume a buffer size m = 5, an average burst
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Fig. 5. Semilog plot of the per node loss probability versus the offered load p
with no buffer and with buffer under different values of v.

length L = 100 kbits, H = 10 hops, and apply this proposal
to a WDM system with 62 channels with bit rate of 100 Gbps
for each single user.

First, the per node burst loss probability is plotted in Fig. 5
versus the offered load under different values of . Needless
to say, the per node burst loss probability increases with offered
load, since the higher the offered load, the more expected to find
resources reserved. It is rather more important to note that the
per node burst loss probability in the absence of a buffer is re-
duced by adding a buffer to the system. In other words, the pres-
ence of a buffer improves the system performance. Moreover,
inspecting Fig. 5, we find that the burst loss probability curve
is improved by reducing the reneging rate, i.c., by increasing
the average patience time. This is quite expected, as this means
that the CP is allowed to wait longer time in the queue before
quitting. Simply stated, it will be more likely for the required re-
source to be released before the core node discards the buffered
CP. In other words, the reneging probability, which is a main
contributing factor to the burst loss probability, is inversely pro-
portional to the waiting (patience) time. Accordingly, since the
patience is proportional to the burst length, we may also deduce
that longer bursts have less blocking probability, given fixed of-
fered load and fixed reneging rate. This aspect can be verified by
computing the conditional burst loss probability assuming a spe-
cific patience x. For example, in the simple M /M /1/1+1 case,
(9) is still applicable except for P(R; ) which should be replaced
by P(R1|X = xz). The last quantity is obtained using (7) by in-
tegrating with respect to ¢ only to get P(I21|X = x) = e /7,
Obviously, this result reveals that the loss probability is a de-
creasing function of the patience and hence a decreasing func-
tion of the burst length. Similar results can be obtained for larger
buffer sizes. As stated earlier, the purpose behind this preferen-
tial treatment to longer bursts is that these bursts represent the
aggregation of larger number of packets and their loss leads to
more serious service degradation.

Next, in Fig. 6 the steady-state throughput is portrayed
versus the average burst arrivals per burst duration when no
buffer is introduced and in presence of buffer with two different
values of . Observing this figure, we find a normal behavior of
the system, in which the system throughput increases rapidly
with small values of average burst arrivals, then gradually
as the number of arrivals increases. Furthermore, comparing
the three curves, we find that this behavior improves when a
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Fig. 7. Plot of the MAC layer loss probability versus the average threshold
waiting time for different values of offered load.

buffer is added and when the average threshold waiting time
is increased. This interesting effect appears and becomes more
obvious with the grow in the average arrivals. That is, the
proposed feature makes the system capable of handling higher
traffic and allowing the control packet to wait longer time in
the buffer strengthens this capability.

In Fig. 7 the explicit relationship between the MAC burst loss
probability and the average threshold waiting time is illustrated.
This figure indicates that the aforementioned improvement in
the system behavior will be at the expense of the delay that the
burst would experience. Thus, it is more reasonable to use this
feature in presence of partial conversion. This way the system
performance would be enhanced with small values of 7 and lim-
ited number of resource converters. Furthermore, consider the
following argument that would justify the introduced delay: Let
t1 represent the average CP buffering delay and 7 refer to the
average retransmission delay (assume it is composed of only the
NACK propagation delay, which is the time elapsed between
the generation of the NACK in the core node where the col-
lision occurred and the start of the burst retransmission at the
ingress node, ignoring processing delay). Indeed, if {2 > ¢4,
then the CP buffering delay will be worthy. As stated earlier,
to 1s a function of the network dimensions. Hence #5 can reach
an average of several milliseconds as the average link length in
long haul networks extends to several hundreds of kilometers
(typically, the propagation delay is 2.5 ms for a 500-km link,
and the link may exceed 2000 km yielding 2 >10 ms) while,
as seen in Fig. 7, #; is much lower (1 of 0.1 ms would reduce
the MAC layer burst loss probability from 10! with no buffer
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Fig. 8. Semilog plot of the per node burst loss probability versus the buffer
size for different values of /.

to = 10*3). Moreover, using (5) to calculate 7, we find that
for v = 0.1 y and in the worst case when the offered load ap-
proaches 1, wg > 0.99. This means that less than one of every
100 CPs would be saved in the buffer and hence the effect of the
waiting time on the traffic of the precedent nodes can be safely
neglected.

Finally, a plot of the per node blocking probability versus the
buffer size is presented in Fig. 8 for different values of v. We
observe that for a given value of v, increasing the buffer size
reduces the blocking probability until a certain buffer size is
reached. This is the maximum value of the buffer size for this
value of v as adding more space beyond this maximum value
will be useless. For example, for v = 0.01 p the blocking proba-
bility is rapidly decreased when the buffer size is increased from
0 to 1, then slowly from 1 to 2, and it is almost constant from
2 to 3. Consequently, in this case there is no need to increase
the buffer size beyond 3. In order to understand this effect, re-
call that the queuing time is limited. Thus the chance of an ar-
riving CP that joins the queue to reach the server strongly de-
pends on the length of the queue. This chance decreases as the
queue grows up till it vanishes when the queue length reaches a
certain value that is related to the average waiting time, i.¢., this
value depends on v.

V. CONCLUSION

In this paper we have proposed a new solution to the con-
tention problem in OBS networks by means of control packet
buffering. This suggestion can be easily implemented above an
OCDMA or WDM optical layer without any extra requirements.
Moreover, the buffering time is restricted to a certain value and
the offset time is increased accordingly. In addition, a detailed
mathematical model of the proposal is explained. The most in-
teresting part in this proposal is that this buffer is implemented
in the electronic domain. This way the proposal has damped the
system complexity accompanied with optical domain solutions,
e.g., code or wavelength converters, fiber delay lines (FDLs),
etc. Furthermore, the limitation we put on the queuing time is
flexible and can be easily adjusted according to the average burst
duration or priority. For example, this feature might be added
to the SAC-OCDMA or WDM system proposed in [11] and
[10], respectively, in order to enhance the system performance
in presence of partial resource conversion. This way the system
complexity would be strongly reduced with minor delay. It can
also be used to provide a QoS to the system by assigning longer
threshold time to bursts belonging to higher priority classes.
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VI. FUTURE WORK

The developed mathematical model can be applied in more
general cases. Hence, this model can be extended to investigate
the cases of generally distributed inter-arrival, service and/or
patience time. Moreover, as our results have demonstrated an
improvement in system performance when adopting CP to JIT
protocol, further research work can be performed to investi-
gate the feasibility of applying the CP buffering feature to the
JET protocol with a simplified algorithm. Furthermore, the nov-
elty of the proposal necessitates a rigorous investigation of the
proposed feature. Hence, we have focused on studying the CP
buffering process in a single core node without identifying a
specific node connectivity degree. However, our intention is to
extend the work and conduct a real network simulation, in which
various network topologies with different node connectivity de-
grees will be considered.

Finally, 100 Gbp/s-switching devices have been demon-
strated in literature [17]. In addition, speedy advances in
integrated circuits and analog to digital converters promise
the realization of practical 100 Gbp/s in the near future. Nev-
ertheless, adverse aspects like device nonlinearity and device
high response time can degrade the physical layer performance
at such high bit rate. Thus, as a future work, research can be
conducted to address these issues and investigate their effects.
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